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Opinion

Can Sophisticated Study Designs With Regression Analyses
of Observational Data Provide Causal Inferences?

This Viewpoint presents considerations for assessing
evidence for causal inference when using sophisti-
cated study designs with regression analyses of longi-
tudinal observational data. A view is sometimes ex-
pressed that regressions with observational data can
never give causal conclusions. | argue this position is too
extreme. While observational data rarely conclusively
demonstrate causality, some study designs may pro-
vide evidence, and sometimes that evidence can be
strong. However, the extent of evidence depends on a
number of considerations. These considerations are nar-
rower than those discussed decades ago by Hill,' which
covered evidence from numerous sources, not just that
from observational studies. | will begin with consider-
ations concerning regression analysis using a single ob-
servational study and then return to broader consider-
ations on the synthesis of evidence across studies.

Considerations for a Single Study

First, it is critical whether the observational data come
from a cross-sectional or longitudinal study. Too often
in psychological or psychiatric research, if a random-
ized trial cannot be used, then it is presumed all obser-
vational data are similarly inferior. However, among ob-
servational studies, the distinction between cross-
sectional and longitudinal designs is critical. Typical cross-
sectional studies cannot provide evidence for causal
relationships. Cross-sectional associations reflect po-
tential relationships in both directions; there is no way
to separate them. For example, an association be-
tween antidepressants and depressive symptoms may
reflect both how antidepressant use alters depressive
symptoms, but also the fact that those with more se-
vere symptoms may be more likely to use antidepres-
sants. With cross-sectional data, unless exposure and
confounder data are assessed retrospectively, we sim-
ply cannot distinguish these. With rigorous longitudi-
nal study designs there is some hope by examining how
each predicts the other over time.

However, a second important consideration is
whether control has been made for the outcome at base-
line. This may help rule out reverse association.? For ex-
ample, if we use sophisticated and rigorous study meth-
ods that control for depressive symptoms at baseline,
and other potential confounding factors, and examine
how use of antidepressants may be associated with sub-
sequent symptoms, we may help control for the re-
verse association that those with depressive symp-
toms may be more likely to use antidepressants.

Third, itis critical to control for other potential con-
founding factors at baseline, including social, demo-
graphic, genetic, economic, health, and related psycho-
logical variables. In doing so, we hope to minimize

potential bias associated with these confounding fac-
tors, but there of course still always remains the possi-
bility of bias from unknown confounders.

Fourth, if 3 waves of data are available and prop-
erly analyzed, it is also possible to control for prior lev-
els of exposure in wave 1and examine how wave 2 ex-
posure is associated with wave 3 outcomes, controlling
also for wave 1confounding factors.? This can help fur-
ther address reverse association and also may further
minimize bias due to unmeasured confounding be-
cause the unmeasured confounders (eg, personality vari-
ables, like conscientiousness or neuroticism) would have
to be statistically associated with wave 2 exposure be-
yond their association with wave 1exposure to gener-
ate substantial bias.?

Fifth, high-quality measurements of the expo-
sures, outcome, and covariates help address measure-
ment-error biases; and minimizing attrition and miss-
ing data helps address potential selection bias. As
discussed below, these potential biases can also be evalu-
ated quantitatively.

Sixth, alarge sample size with a precise estimate and
narrow confidence interval may provide more evi-
dence than when considerable statistical uncertainty
remains.

Seventh, careful flexible statistical modeling of the
associations between the outcome, exposure, and co-
variates; examining robustness to modeling decisions;
and possibly using ensemble and/or doubly robust
methods?> may help ensure the observed associations
are not simply artifacts of poor modeling.

Eighth, evidence can be strengthened further by ex-
amining the robustness of associations to biases, such
as unmeasured confounding, measurement error, and
selection using straightforward sensitivity analyses.>*
The E-value measure® reports how strong an unmea-
sured confounder would need to be associated with both
the exposure and outcome to explain away the ob-
served association, and sensitivity analysis for measure-
ment error and selection bias can be similarly imple-
mented in a straightforward manner.2 Considerable
robustness to potential biases can strengthen evi-
dence substantially or, alternatively, make clear that cau-
tion is needed. Large effect size estimates will gener-
ally be more robust than modest effect sizes."*

Asingle observational study is unlikely to be defini-
tive. Nevertheless, a large longitudinal study with good
measurements; with control for baseline outcome, prior
levels of exposure, and arich set of covariates; with care-
ful statistical modeling; and with sensitivity analyses sug-
gesting robustness to potential biases may provide sub-
stantial evidence for causal inference. However, even
then, effect sizes may be exaggerated.
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Broader Considerations

The evidence from regressions using observational data will typi-
cally be less than that from large randomized trials with little loss to
follow-up. But this is relative to the quality of the trial. A trial with
considerable attrition may result in larger biases than those in a well-
designed observational study. Nevertheless, randomized trials have
the advantage of generally ruling out unmeasured confounding, and
thus often provide stronger evidence.

Evidence for causal inference can certainly come from other
study designs as well, including instrumental-variable designs and
mendelian randomization analyses that use genetic variants as
instruments, difference-in-difference methods and interrupted
time-series designs, regression-discontinuity designs, and genetic
co-relative designs. Ohlsson and Kendler® recently reviewed
these designs. Each has advantages and disadvantages relative to
regressions using observational data as to the assumptions made.
A view is sometimes expressed that so-called natural experi-
ments, as ostensibly used in mendelian randomization analyses,
provide stronger forms of evidence for causal inference than
regressions using observational data.® This is an oversimplifica-
tion. Mendelian randomization analyses make numerous assump-
tions about the absence of direct effects of the variant on the out-
come not through the exposure, and the absence of various
selection biases.”® These assumptions are different from those in
regressions with observational data but just as susceptible to vio-
lations. As noted above, the quality of evidence from regressions
using observational data may vary substantially. Similar variation
in quality of evidence pertains to mendelian randomization and
other so-called quasi-experimental designs.

Evidence accumulates over multiple studies. Regression analyses
of different observational studies with consistent results, especially
when combined meta-analytically with indications of robustness to po-
tential biases, further strengthens evidence.® However, multiple stud-
ies with similar designs may be subject to similar biases. Thus, even bet-
ter is the accumulation of evidence from different designs (each sub-
jecttodifferent biases), an approach sometimes called triangulation.”
Asnoted by Hill,'when the sources of evidence are convergent, this can
be compelling; however, when there are differences, this does not nec-
essarily constitute evidence against causation. Indeed, different designs
and methods often estimate effect sizes for different subpopulations.
Instrumental-variable or mendelian randomization analyses typically
provide estimates for the subpopulation for whom the instrument
changes the exposure rather than the total sample.>” Sometimes, un-
derlying true effect sizes for these 2 populations could even plausibly
be in different directions. Evidence must thus be weighted carefully.

The editorial policy of the JAMA Network journals is that causal
language should be used only for randomized trials. This is a con-
servative position, though one that beneficially keeps readers from
overconfidence in clinical study results. However, in the weighing
of evidence as a scientific community, other designs may contrib-
ute, which should be acknowledged.'® Study interpretation should
be nuanced and account for stringent assessments of the study qual-
ity, such as the considerations above for analyses of longitudinal ob-
servational data, or analogues for other designs to make determi-
nations as to when language concerning evidence for causation is
appropriate. As argued above, evidence from sophisticated regres-
sion analyses of longitudinal observational data can sometimes be
strong and thereby assist us in drawing causal inferences.
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